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Datasets
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We proposed an end-to-end trainable framework, namely Spatial Channel Attention Network (SCAN), for joint learning attention weights and 

feature representation.

With our SCAN model we could explore discriminative regions and channels for powerful feature extraction without extra annotations.

Our two baseline network are all lightweight CNN architectures. So it’s easy to embed our model in mobile devices.

1. Compared with global appearance, some local regions could be 

more discriminative.

2. It is difficult to align every local part between two vehicle images 

of different viewpoints.

3. To automatically discover discriminative regions on vehicles and 

discriminative channels in networks, we propose a Spatial and 

Channel Attention Network (SCAN) based on DCNN.
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SCAN: Spatial and Channel Attention Network for Vehicle Re-Identification

 Spatial Attention Branch

The structure of SAB is illustrated in (a). channel-wise global 

average pooling, a convolutional layer of  3 × 3 filter with stride 2, 

an up sampling layer and  a scaling conv layer (1 parameter).

 Channel Attention Branch

The structure of CAB is illustrated in (b). Motivated by SENet .

 Vehicle ReID by SCAN

We add our SCAN after the conv5 layer in VGG_CNN_M 1024 and 

the conv5_3 layer in VGG16. we use the 512-D fully connected 

layer as the vehicle feature. We calculate L2 distance between query 

images and each gallery image using this 512-D deep feature. 

Results on VeRi-776 and VehicleID

Dataset Train ID/image Probe ID/image gallery ID/image

VeRi-776 576/37778 200/1678 200/11579

VehicleID 13164/100182 2400/17638 2400/2400
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Visualisation of our spatial attention
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Spatial attention 

branch locates 

some spatial 

regions of 

vehicles, which

approximately 

corresponds to 

headlights, 

taillights, vehicle 

signs, and vehicle

marks.
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